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ABSTRACT

We consider the problem of adjusting a machine that manufactures parts in batches or lots and experiences random offsets or shifts whenever a set-up operation takes place between lots. The existing procedures for adjusting set-up errors in a production process over a set of lots are based on the assumption of known process parameters. In practice, these parameters are usually unknown, especially in short-run production. Due to this lack of knowledge, adjustment procedures such as Grubbs' (1954, 1983) rules and discrete integral controllers (also called EWMA controllers) aimed at adjusting for the initial offset in each single lot, are typically used. This paper presents an approach for adjusting the initial machine offset over a set of lots when the process parameters are unknown and are iteratively estimated using Markov Chain Monte Carlo (MCMC). As each observation becomes available, a Gibbs Sampler is run to estimate the parameters of a hierarchical normal means model given the observations up to that point in time. The current lot mean estimate is then used for adjustment. If used over a series of lots, the proposed method allows one eventually to start adjusting the offset before producing the first part in each lot. The method is illustrated with application to two examples reported in the literature. It is shown how the proposed MCMC adjusting procedure can outperform existing rules based on a quadratic off-target criterion.
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Introduction

When parts are manufactured in small batches or lots, two sources of variability become relevant: the 'within-batch' variability and the 'between-batches' one. Between-batches variability implies that the quality characteristics produced in each batch or lot can be characterized by different means, which represent offsets when measured with respect to a target value. This can be due to 'day-to-day changes, shift-to-shift changes, unknown shifts in level of a machine for a given setting due to repair work, etc' (Grubbs, 1954, 1983), or more generally, due to an incorrect set-up operation. If the offset characterizing a lot were observable...
without error, it could be removed at once by adjusting the process mean after
the first part in the lot has been observed. Unfortunately, within-batch variability
does not allow us to observe directly the magnitude of the offset, and the
adjustment procedure should estimate the offset to effectively reduce scrap and
rework.

F. E. Grubbs proposed a procedure that will be called, in the following,
Grubbs’ ‘extended rule’ (following Trietsch, 1998), aimed at adjusting initial
offsets that occur at set-up operations over a set of lots. In his model, Grubbs
assumes the initial offset in each lot as an occurrence of a random variable with
known mean $\mu = 0$ and known variance $\sigma_0^2$ (the between-batch or between-lot
variance). Furthermore, the within-batch or within-lot variance $\sigma^2$ (due to
process and measurement errors) is also assumed to be known before starting
adjusting. No further offsets of ‘shifts’ are assumed to occur within a lot. If all
these assumptions hold, Grubbs’ extended rule is optimal if the off-target costs
are quadratic and no cost is incurred when performing the adjustments. If off-
target costs are based on a 0–1 loss criterion, Sullo & Vandeven (1999) derived
the optimal adjustment strategy again considering process parameters are known.

Del Castillo et al. (2003a) showed how Grubbs’ extended rule has a Bayesian
interpretation based on a Kalman filter where an a priori knowledge of para-

meters characterizing both batch-to-batch and within-batch distributions is
required. When no information on the offset is available, Grubbs’ suggested
using a different rule, which we will call Grubbs’ ‘harmonic rule’ again following
Trietsch (1998). This can be derived as a special case of the extended rule when
the prior distribution on the initial offset has infinite variance, i.e. no a priori
knowledge is available (Del Castillo et al., 2003a). Although derived to compen-
state for an offset while processing a single lot, this rule and the simple integral
controller (or EWMA controller) can perform better than the extended rule (Del
Castillo et al., 2003b), since optimality of the later rule is no longer guaranteed
if the prior distribution of the initial offset is not exactly equal to the true set-
up error distribution.

The present paper proposes a different approach to process adjustments over
a set of batches, when no previous knowledge on the parameters of the
distribution of the set-up offsets and on the process variability is available (i.e.
when $\mu$, $\sigma_0^2$, and $\sigma^2$ are unknown). Hence, the on-line adjustment procedure
proposed herein can be useful when starting processing lots of a new product or
with a new installed process. The approach is based on hierarchical Bayesian
models and uses Markov Chain Monte Carlo (MCMC) to derive estimates used
to compute the adjustments at each observation. Therefore, a sequence of MCMC
runs is conducted, one per adjustment, and the results of each are then used to
adjust the process.

It will be shown, based on two examples reported in the literature that the
proposed adjustment approach can perform considerably better than competitor
rules, in particular, Grubbs’ harmonic rule and an integral controller, when no a
priori knowledge is available.

The remainder of this paper is organized as follows. The problem of adjusting
set-up errors over a set of lots and its relation with performing inference in a
one-way random effects model is presented in the next section. The basic
motivation for using a Bayesian hierarchical model and details on how to compute the adjustments at each observation are presented in the sections after. Implementation of the Markov Chain Monte Carlo algorithm used to compute the estimates required (Gibbs sampling) and the related convergence issues as applied to the set-up adjustment problem are discussed in the fifth section. The following section contains some performance comparisons between the proposed approach versus other competing adjustment rules (Grubbs’ rule and two integral controllers) on the basis of two examples presented in Box & Tiao (1973). Finally, the last section gives conclusions and discusses some directions for further research.

Set-up Offset Adjustments over a set of Batches

Assume parts are processed in batches or lots and that the quality characteristic of parts in each lot is stationary but characterized by a different initial offset or deviation from nominal. Denote by \( i = 1, \ldots, I \) the lots processed, by \( j = 1, \ldots, J \) the parts in the lot and by \( Y_{ij} \) the quality characteristic observed at the \( j \)th part of the \( i \)th lot (or at time \( (i, j) \), for short). This quality characteristic is measured with reference to a nominal value \( \tau \) which is assumed, without loss of generality, to be equal to zero. Denote by \( \theta_i \) the initial (unknown) offset before starting processing the \( i \)th lot. It is assumed that the initial offset in each lot is generated as a random realization from a normal distribution with mean \( \mu \) and variance \( \sigma_\theta^2 \), both unknown, i.e.

\[
\theta_i \mid \mu, \sigma_\theta^2 \sim N(\mu, \sigma_\theta^2)
\]  

Note that, contrary to Grubbs’ extended rule, parameters are assumed unknown and the mean \( \mu \) can be different from zero. This can occur due to some systematic errors that affect all the set-ups performed on the machine.

Before starting processing the first item of the \( i \)th lot, assume the controllable factor has been set to the value \( U_{i0} \). This value will be referred to in what follows as the ‘set point’ of the machine and represents the ‘aimed at’ value. The deviation from target for the first part processed is thus characterized by a mean \( \theta_{i1} \) equal to the initial (unknown) offset \( \theta_i \) plus the set point decided:

\[
\theta_{i1} = \theta_i + U_{i0}
\]

The goal is to find a sequence of adjustments \( U_{ij} - U_{ij-1} = \nabla U_{ij} \) \( (i=1, \ldots, I, j=1, \ldots, J) \) that minimizes quadratic off-target costs. As in Grubbs’ model (Grubbs, 1954, 1983), process variability plus measurement errors are modelled together and assumed to be normally distributed with zero mean and variance \( \sigma_v^2 \). It is further assumed that \( \sigma_v^2 \) is unknown, relaxing the corresponding assumption in Grubbs’ extended rule. The quality characteristic observed at the first part in the \( i \)th lot is thus given by:

\[
Y_{i1} = \theta_{i1} + \epsilon_{i1}
\]
where $v_{ij} \sim \mathcal{N}(0, \sigma_v^2)$ represents random error. Once the quality characteristic has been observed, the adjustment $\nabla U_{i1} = U_{i1} - U_{i0}$ has to be determined and implemented in order to 'cancel' the offset $\theta_{i1}$, i.e.

$$\nabla U_{i1} = -\hat{\theta}_{i1}$$

where $\hat{\theta}_{i1}$ is an estimate of the offset of the current lot (lot $i$) after obtaining the measurement for part 1. Due to this adjustment, the mean of the quality characteristic for the next processed part changes to:

$$\theta_{i2} = \theta_{i1} + \nabla U_{i1}$$

and the quality characteristic observed for the second part in the lot is given by:

$$Y_{i2} = \theta_{i2} + v_{i2}$$

Continuing in this way, the quality characteristic of the $j$th part processed in the $i$th lot is given by:

$$Y_{ij} = \theta_{ij} + v_{ij}$$

(2)

where:

$$\theta_{ij} = \theta_{i,j-1} + \nabla U_{ij-1}$$

(3)

and $\theta_{i0} = \theta_{i}$. Hence, the next adjustment is selected as:

$$\nabla U_{ij} = -\hat{\theta}_{ij}$$

(4)

Therefore, adjustments $\nabla U_{ij}$ can be determined by estimating the relevant unknown parameter; in this case, the mean of the quality characteristic in the current lot, based on data available up to time $(i, j)$.

An important relationship in the problem of estimating the means in a one-way random effects model can be seen after some manipulations in expressions (2) to (4). Solving recursively equation (3) and considering that $\nabla U_{ij} = U_{ij} - U_{ij-1}$, the mean of the quality characteristic can be rewritten as:

$$\theta_{ij} = \theta_{i} + U_{ij-1}$$

(5)

Therefore, the quality characteristic of the $j$th part in the $i$th lot can be rewritten as:

$$Y_{ij} = \theta_{i} + U_{ij-1} + v_{ij}$$

(6)

Considering that at the time $Y_{ij}$ is observed, $U_{ij-1}$ is known, a new variable $X_{ij}$ can be defined as:

$$X_{ij} = Y_{ij} - U_{ij-1} = \theta_{i} + v_{ij}$$

(7)

Merging the last expression with equation (1) permits us to derive an analogy with a one-way random effects model, i.e.,

$$X_{ij} \mid \theta_{i}, \sigma^2_v \sim \mathcal{N}(\theta_{i}, \sigma^2_v)$$

$$\theta_{i} \mid \mu, \sigma^2_\theta \sim \mathcal{N}(\mu, \sigma^2_\theta)$$

(8)
Finally, expression (4), which defines the adjustment rule or feedback 'controller', can be rewritten from equation (5), thus obtaining:

$$V U_{ij} = - \hat{\theta}_{ij} = -\hat{\theta}_i |x^{ij} - U_{ij-1} \text{ or, alternatively,}$$

$$U_{ij} = -\hat{\theta}_i |x^{ij}$$

where $x^{ij} = \{x_{i1}, x_{i2}, \ldots, x_{ij}, \ldots, x_{i1}, \ldots, x_{ij}\}$ represents all (transformed) data observed at the time the estimate of $\theta_i$ is computed, and $\hat{\theta}_i |x^{ij}$ represents the estimate of the $i$th mean in the random effects model, given all data available up to time $(t, j)$. We point out that selecting an adjustment at each step reduces to performing inference about means in an unbalanced one-way random effects model as long as processing of the current lot (i.e. the last lot) has not been completed (so $j < J$). We now consider the Bayesian estimation of the parameters of such model.

**Why a Bayesian Model?**

Box & Tiao (1973), Gelman *et al.* (1995) and Carlin & Louis (1996) discussed parallels in random effects model estimation using sampling-based and Bayesian approaches. In particular, consider the estimation of the $i$th mean, $\theta_i$, in the model given by equation (8). Referring for simplicity to the balanced case, traditional inference based on sampling theory can be performed by first performing an Analysis of Variance (ANOVA). Standard sampling theory results suggest two candidate estimators for the lot means. The first one is the average of data collected in the $i$th lot:

$$\hat{\theta}_i = \bar{x}_i = \frac{\sum_j x_{ij}}{J} \quad (10)$$

where, following common notation, a dot in the subscript means the average is computed over that subscript. The second estimator considers complete pooling and is given by:

$$\hat{\theta}_i^2 = \bar{x}_i = \frac{\sum_j \bar{x}_j}{J} \quad (11)$$

The selection between these two estimators depends on the outcome of an F test performed to evaluate if means characterizing lots can be considered different. If the test suggests that the ratio of between to within mean squares ($MS_B/MS_W$) is not statistically significant, the pooled estimator in equation (11) should be used, while separate estimates (given by equation (10)) have to be used otherwise. Depending on the first type error selected for the F test, the usual sampling-based approaches imply a sudden shift from none to complete pooling of the independent estimates. As outlined in Gelman *et al.* (1995) the Bayesian approach permits us naturally to overcome this choice, since the Bayesian estimator of $\theta_i$, i.e. the posterior mean when adopting a normal prior density, is a weighted combination of the complete and separate estimates and the extreme cases (none or complete pooling) turn out to be special cases of the Bayesian solution. Box
& Tiao (1973, p. 388) pointed out how this has a parallel with certain results in sampling theory, specifically with the work of James and Stein.

The Bayesian approach has some additional advantages over the sampling approach, related to the estimation of variance components, and to flexibility in departures from assumptions. Variance components estimates can be useful in adjusting for initial offsets. After some lots have been processed, estimates of between-lots and within-lot variances, i.e. $\sigma_j^2$ and $\sigma_w^2$, can be obtained and Grubbs' extended rule can be adopted thereafter. Considering the estimation of the variance components, traditional sampling theory suggests using:

$$\hat{\sigma}_j^2 = MS_w$$  \hspace{1cm} (12)

and

$$\hat{\sigma}_w^2 = \frac{MS_b - MS_w}{I}$$  \hspace{1cm} (13)

The first well-known problem concerns $\hat{\sigma}_j^2$, which turns out to be negative if $MS_b < MS_w$. Furthermore, the estimate $\hat{\sigma}_w^2$ given by equation (13) has a complex distribution that induces problems in deriving a confidence interval for this quantity. In contrast, the Bayesian approach permits us easily to tackle the lack of normality and/or independence and possible heterogeneity of variances (Box & Tiao, 1973).

Due to the considerations outlined above, a Bayesian approach has been adopted for determining the adjustments for an on-line set-up adjustment in a lot-by-lot production process.

**Bayesian Online Adjustment of Initial Offsets**

From a Bayesian perspective, the one-way random effects model is a special case of a hierarchical model, used in describing multiparameter problems in which parameters are related based on some structure that depends on the specific problem addressed.

The Bayesian model used for the set-up adjustment problem can be described by considering the case when the $j$th part in the $i$th lot has been just processed and we have to decide the adjustment for the next part in lot $i$. In this case, the first stage of the hierarchy models the distribution of data conditionally on unknown parameters and is given by the first equation in (8). In this equation, the (transformed) data distribution is given conditionally on two unknown parameters: the current mean $\theta_i$ and the variance within lots $\sigma_w^2$. The second stage in the hierarchy specifies the distribution of these unknown parameters. The within-lot variance $\sigma_w^2$, which represents process variability plus measurement errors, does not depend on any other parameter. Therefore, the probabilistic specification of this parameter at the second stage of the hierarchy models the previous or subjective knowledge on it, i.e. its prior distribution. Adopting conjugacy at each step of the hierarchical model (a common choice for the random effects model, Gelfand et al., 1990; Gelfand & Smith, 1990), the prior distribution for $\sigma_w^2$ is given by:
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Figure 1. Graphical representation of the three-stage model $M_1$, where $\tau_e=1/\sigma^2_e$ and $\tau_0=1/\sigma^2_0$ are the precisions of the two normal distributions in the model

$$
\sigma^2_v|a_2, b_2 \sim IG(a_2, b_2) \tag{14}
$$

where $IG$ represents an Inverse-Gamma distribution and $a_2, b_2$ are assumed known and have been chosen both equal to 0.001 to model 'vague' prior information (Spiegelhalter et al., 1994).

The second unknown parameter, modelled at the second stage in the hierarchy is the initial offset $\theta_{i-1}$, given by equation (1). As it can be observed, its distribution is given conditionally on the other two parameters, $\mu$ and $\sigma^2_0$. These are hyperparameters and are modelled at the third stage in the hierarchy, where the prior distributions on them is reported. Adopting once again conjugacy, priors on these hyperparameters are given by:

$$
\mu|\mu_0, \sigma^2_0 \sim N(\mu_0, \sigma^2_0) \tag{15}
$$

$$
\sigma^2_0|a_1, b_1 \sim IG(a_1, b_1) \tag{16}
$$

where $IG$ is the Inverse-Gamma distribution and $\mu_0, \sigma^2_0, a_1, b_1$ are assumed known. In particular, they were selected according to values suggested in the literature (Spiegelhalter et al., 1994) to model 'vague' prior distributions, i.e. $\mu_0 = 0, \sigma^2_0 = 1.0E+10, a_1 = b_1 = 0.001$.

The random effects model, hereafter called model $M_1$, can be described by three stages modelling respectively data, parameters and hyperparameters. Using this approach, the model $M_1$ can be graphically represented as in Figure 1 and is given by the following.

Three-stage Hierarchical Model $M_1$

- **First stage:** data $X_{kp}$ ($k = 1, \ldots, i$ and $p = 1, \ldots, J$) with distribution given by the first equation in (8).
- **Second stage:** parameters $\theta_k$ ($k=1,\ldots,i$) and $\sigma^2_\theta$ with distributions given respectively by equations (1) and (14).
- **Third stage:** hyperparameters $\mu$ and $\sigma^2_\phi$ with distributions given respectively by equations (15) and (16).

We point out the similarity between the assumed model and a 'normal means' model (Gelfand et al., 1990). Once data from all lots are available, the normal means model allows for different lot sizes and different within-lot variances, whereas we assume a constant lot size and the same within-lot variance distribution for all lots. Extension to such case is straightforward but is not addressed in this paper.

As already mentioned, the adjustment $V_{ij}$ can be computed using equation (9) once the deviation from target $Y_{ij}$ has been measured, i.e. it is based on estimating the initial offset $\theta_i$. Using the three-stage hierarchical model, the estimator of $\theta_i$ is given by the expected value of the posterior distribution and can be computed if at least two parts from different lots have been already processed (otherwise the variance between lots $\sigma^2_\theta$ cannot be estimated). Therefore, adjustments $V_{ij}$ for lots starting from the second lot are given by:

$$
U_{ij} = -E(\theta_i|x^{ij}, M_1) \quad i=2,\ldots,I \text{ and } j=1,\ldots,J
$$

where conditioning on $M_1$ means the estimation is computed using the random effects model $M_1$.

Notice how, when selecting the adjustment for the $j+1$ part in the $i$th lot, we have unequal lot sizes since for all the lots already processed ($k=1,\ldots,i-1$) $J$ entries are available (in accordance to our constant lot size assumption) while for the current lot ($k=i$) just $j\leq J$ data have already been collected. However, lot sizes can be treated as equal by considering future data (i.e. $p=j+1,\ldots,J$) of the current lot $i$ as if they were missing data (Spiegelhalter et al., 1994).

One main advantage of applying Bayesian hierarchical modelling is the possibility to select the initial set-point $U_{i+1,0}$ that has to be set on the machine before processing the first part in the next lot (lot $i+1$). In contrast, Grubbs' harmonic rule requires us to collect at least one (uncontrolled) observation in each lot in order to set the controllable variable starting with the second part in each lot. Using the hierarchical model described, the predictive distribution for the offset in the next lot can be derived using information collected in all the previous lots. Therefore, we can set:

$$
U_{i+1,0} = -E(\theta_{i+1}|x^{ij}, M_1) \quad \text{for } i=3,\ldots,I
$$

where $\theta_{i+1}|x^{ij}, M_1$ is the posterior predictive distribution (Gelman et al., 1995) of a future offset given all the data collected from previously produced lots. Similarly, as before, prediction can start from the third lot since at least two lots have to be processed to start estimating the variance between lots.

To start adjusting in the first lot, a reduced two-stage model $M_2$ was used. When only one lot is being processed, the initial offset $\theta_1$ can be considered not as a realization from a random variable but simply as an unknown parameter. Hence, the three-stage model $M_1$ 'collapses' into a two-stage model, describing the data distribution at the first stage, and priors on unknown parameters at the
second one. Therefore, the first stage in model $M_2$ is given by the first equation in (8), just as in model $M_1$. The second stage reports priors on the two unknown parameters $\theta_1$ and $\sigma^2_e$. The prior on the last parameter is given again by equation (14), and the prior on $\theta_1$ is given by:

$$\theta_1|\mu, \sigma^2_0 \sim N(\mu, \sigma^2_0)$$  \hspace{1cm} (19)

where now $\mu$ and $\sigma^2_0$ are supposed known and chosen to model vague prior information on $\theta_1$, i.e. $\mu = 0$ and $\sigma^2_0 = 1.0E+10$. Therefore, the model for selecting adjustments in the first lot is the following.

**Two-stage Hierarchical Model $M_2$**

- **First stage**: data $X_{ip}$ ($p = 1, \ldots, J$) distribution given by the first equation in (8).
- **Second stage**: parameters $\theta_1$ and $\sigma^2_e$ with distributions given respectively by equations (19) and (14).

For the second model, the adjustments $U_{ij}$ are obtained by computing the expected value of the posterior distribution of $\theta_1$, given data already observed and the model $M_2$, i.e.

$$U_{ij} = -E(\theta_1|X^{ij}, M_2), \hspace{1cm} j = 2, 3, \ldots, J$$  \hspace{1cm} (20)

where $j$ starts from 2 since at least two parts have to be processed to estimate the within-lot variance $\sigma^2_e$. To start adjusting just after the first part in the first lot is processed and measured, the trivial estimator:

$$U_{11} = -x_{11}$$  \hspace{1cm} (21)

can be used, which coincides with Grubbs’ harmonic rule. In summary, the proposed adjustment procedure consists of computing the adjustments as reported in Table 1.

<table>
<thead>
<tr>
<th>Batch</th>
<th>$U_{i0}$</th>
<th>$U_{ij}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>equation (21) for $j = 1$ and equation (20) for $j = 2, \ldots, J$</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>equation (9) for $j = 1, \ldots, J$</td>
</tr>
<tr>
<td>3 ... I</td>
<td>equation (18)</td>
<td>equation (9) for $j = 1, \ldots, J$</td>
</tr>
</tbody>
</table>
Gibbs Sampling Implementation and Convergence Issues

Although Bayesian models permit us to overcome the difficulties implied by sampling theory and to derive easy extensions to more complex problems, it is well-known that their main drawback is related to computational difficulties in the calculation of marginal posterior densities required for Bayesian inference. Problems exist related to the exact computation of functions of the marginal posterior densities since they require solving complicated high-dimensional integrals. In the last two decades, these difficulties have been greatly reduced due to the development of simulation-based approaches (Gelfand & Smith, 1990), which permit us to numerically compute marginal posteriors. In particular, Markov Chain Monte Carlo methods are widely spread and consist of performing Monte Carlo integration using Markov Chains. One of the better known MCMC algorithms used to construct this chain is the Gibbs sampler. The basic ideas of the Gibbs sampler applied to the adjustment problem at hand are summarized in Appendix A1.

A complete implementation of a Gibbs sampler requires dealing with convergence issues. In particular, it is necessary to specify the variables \( t \) (truncation point) and \( m \) (stopping point) in equation (28) in Appendix A1. The first of these variables represents the number of iterations that are required to reach the steady-state (i.e. the approximately true) distribution. The \( t \) variable constitutes what is called the burn in period in which observations have to be discarded for computing moments of the posterior marginal densities. This represents the transient period during which the Markov Chain has not reached stability and is thus highly influenced by starting points (initial values of the parameters that have to be estimated).

The second variable, \( m \), is the total number of iterations, and is required to determine the additional number of samples \( m-t \) that have to be drawn after convergence has been reached in order to compute all relevant moments of the posterior distribution (equation (28)). This variable is critical due to the Markov nature of the algorithm. If convergence has been reached, all the samples are identically distributed. However, since the samples are autocorrelated, the slower the simulation algorithm in moving within the sample space, the higher the number of samples required to obtain efficiently the required estimates. Although typical choices in the literature (\( t=1000 \) and \( m=10000 \)) have been shown to be appropriate for many applications, we use convergence diagnostic algorithms proposed in the literature to evaluate whether these values are satisfactory for the adjustment problem. These convergence diagnostic algorithms are briefly described next. This is followed by a discussion of the software implementation of the proposed approach to the set-up adjustment problem.

Convergence Diagnostic Algorithms and their use in the Adjustment Problem

Although theoretical results, oriented to define ex ante the number of iterations \( t \) required to reach convergence, appear to be a promising solution to deal with convergence issues in MCMC, the results obtained in this field are far from being actually applied due to their mathematical complexity and the excessive
calculation involved (Cowles & Carlin, 1995). Thus, most of the applied work on MCMC focuses on using a set of diagnostic tools for assessing convergence by analysing output produced by MCMC simulations. Numerous studies (e.g. Brooks & Roberts, 1998; Cowles & Carlin, 1995) have compared the convergence diagnostics proposed in the literature over a set of problems in order to rank them. Since, at this time, no diagnostic algorithm seems globally superior to all others, we follow the recommended approach of applying simultaneously more than one diagnostic method to assess convergence of the lot mean estimates needed for adjustment at each point in time $(i,j)$. In particular, we use two of the most popular methods adopted in the literature, proposed by Raftery & Lewis (1996) (RL) and Gelman & Rubin (1995) (GR).

The first algorithm (RL) is based on monitoring the autocorrelation within one single chain. It requires as input the quantile $q$ of the posterior distribution that has to be estimated to within $\pm r$ with probability $s$. Default values suggested by Raftery & Lewis are $q=0.025$, $r=20\%$; $q=0.005$ and $s=0.95$. Since the adjustment selection requires computing the posterior mean, the 0.5 quantile (median) has been selected as reference. Accuracy has been defined accordingly as 10% of the desired quantile, thus obtaining $r=10\%$, $q=0.05$. Concerning $s$, the value $s=0.95$, suggested by Raftery & Lewis, has been utilized.

The RL algorithm has the main drawback of masking excessive slow convergence of Markov Chain simulation, a problem common to other methods based on a single simulated chain. It could happen that, looking at one single chain, convergence seems achieved although the chain is stuck in one place of the target distribution. In order to overcome this problem, Gelman & Rubin (1992, see also Gelman, 1995) suggest performing multiple simulations, starting from different initial values for parameters that have to be estimated. These values have to be chosen to be 'overdispersed' with reference to the target density. Since the target density is not known in advance, sometimes this technique has been criticized for the lack of guidelines about selecting the starting points. In our process adjustment application, however, this choice can be easily performed, considering a basic knowledge of the process producing the quality characteristic. For example, a rough idea of the process capability can give information on the range of variation (at least its magnitude) of the quality characteristic and this information can easily be used in determining overdispersed initial values for parameters derived through MCMC.

Once starting values are selected, the GR algorithm is based on mixing simulated chains and comparing the variance within each chain to the total variance of the mixture of chains. These (estimated) variances permit us to derive the 'estimated potential scale reduction' factor $\hat{R}$. As simulations converge, $\hat{R}$ declines to 1, thus assessing that parallel chains are essentially overlapping. The rule of thumb suggested when performing the GR diagnostic is to continue simulation until $\hat{R}$ is close to one; for example, lower than 1.2. In the set-up adjustment application, diagnostics are run on the simulated lot mean ($\theta_i$) corresponding to the current lot $(i)$.

Using both diagnostic algorithms briefly described, the proposed set-up adjustment approach can be summarized as follows. After the first part is processed in the first lot and the first-trivial-value $U_{11} = -x_{11}$ is set on the machine, the second
part in the first lot is processed and $x_{12}$ is observed. Therefore, adjustment $U_{12}$ has to be selected according to equation (20). The expected value required is thus computed through MCMC. Starting from the trial values suggested in the literature ($t = 1000$ and $m = 10000$) two MCMC chains are simulated, each one starting from different initial values, as previously mentioned. Then, the RL diagnostic check is performed on each chain for $\theta_1$, the parameter of interest. If the RL algorithm suggests for one of the chains, higher $t$ or $m$ values (i.e. convergence diagnostic has failed thus far), MCMC is rerun for both chains using the new $t$, $m$ parameters suggested by RL. To avoid an excessive number of reiterations, these values are rounded to the upper multiple of 500 for $t$ and the upper multiple of 5000 for $m$ (thus increasing $t$ and $m$ in steps of 500 and 5000, respectively). Hence, MCMC simulations and RL convergence checks are performed again until the diagnostic check is satisfied. Starting with the values eventually assessed for $t$ and $m$, the GR diagnostic is then performed on both chains (for $\theta_1$).

Similarly as for the RL algorithm, if the GR method concludes that convergence has been reached, i.e. the estimated potential scale reduction factor $R \leq 1.2$, an adjustment is computed by calculating the expected value of the posterior distribution of $\theta_1$ obtained from the two final MCMC chains. Otherwise, $t$ and $m$ are increased. Contrary to the RL diagnostic, the GR algorithm does not suggest new values for these parameters, so both are increased (in steps of 500 for $t$ and 5000 for $m$). Both chains are thus simulated again and the GR check performed until the algorithm permits us to conclude that convergence has been reached and to set $U_{12}$ is possible. We then proceed to compute $U_{13}$ and so on until we process all parts in all lots.

**Computer Implementation of the Proposed Approach**

All the steps in the previous section are performed for each adjustment, and computed following Table 1. A Visual Basic (VB) code has been written to simulate the determination of the adjustments over a set of lots. Each time an adjustment has to be computed at time $(i, j)$, the code launches the execution of both the MCMC simulations and the convergence checks. The MCMC simulation is coded in the Bugs (Bayesian inference Using Gibbs Sampling, Spiegelhalter et al., 1994) language, while the RL and GR convergence diagnostic algorithms in the CODA library (Best et al., 1995) are used running under R, the freely available version of S-plus. After MCMC convergence is assessed, the adjustment is computed and all input files required to rerun MCMC simulation for the next adjustment are automatically generated by the VB program.

With respect to computational time, the software requires a few seconds to perform each MCMC simulation and around half a minute to perform each convergence check, on a Pentium II 333 MHz. However, due to the use of different available software packages, most of the computational time is due to writing and reading MCMC output, considering that each chain is constituted by thousands of values. Therefore, a specific code written to perform MCMC and convergence checks, maintaining in memory all these values of the chains, should significantly improve computational times. For most high value-added discrete part manufacturing processes, we envisage the MCMC adjustment
approach being applied, and the aforementioned computing times should be adequate, that is, well below the time between consecutive parts as they are produced in a manufacturing process. The present version of the software performs the different MCMC simulation chains and the convergence checks sequentially, so computational times could be reduced by simulating different chains on parallel processors.

**Two Examples of Sequential Bayesian Set-up Offset Adjustment over a Set of Lots**

Bayesian adjustment of an initial or set-up offset is useful when several lots have to be processed but no information is available on parameters characterizing offset and process distributions. Alternative feedback methods that can be used in this case are the harmonic rule due to Grubbs (1983):

$$\nabla U_{ij} = -\frac{1}{j} Y_{ij}$$

(with $U_{i0} = 0$) and the integral controller (Box & Luceno, 1997):

$$\nabla U_{ij} = -\lambda Y_{ij}$$

(with $U_{i0} = 0$) since both these rules do not require any information on offset or error distributions (Del Castillo et al., 2002b). The performance obtained with the MCMC-based adjustment method has been compared with the performance of these competitor rules considering two examples. Both examples were presented by Box & Tiao (1973) in the framework of Bayesian estimation in a one-way random effects model and are reproduced in Table 2. The first example refers to the yield of dyestuff measured from five samples taken from six batches of raw material, while the second one relates to randomly generated data with $\mu = 4$, $\sigma_o = 2$ and $\sigma_e = 4$. This was used by the authors to study the Bayesian estimation of variance components in a case where sample-based theory determines a negative estimate of $\sigma_o^2$ obtained with equation (13) where $MS_u < MS_w$. For illustration purposes of the online MCMC adjustment approach, we pretend

<table>
<thead>
<tr>
<th>Batch</th>
<th>First example</th>
<th>Second example</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1545 1440 1440 1520 1580</td>
<td>1 7.298 3.846 2.434 9.566 7.99</td>
</tr>
<tr>
<td>2</td>
<td>1540 1555 1490 1560 1495</td>
<td>2 5.22 6.556 0.608 11.788 -0.892</td>
</tr>
<tr>
<td>3</td>
<td>1595 1550 1605 1510 1560</td>
<td>3 0.11 10.386 13.434 5.51 8.166</td>
</tr>
<tr>
<td>5</td>
<td>1595 1630 1515 1635 1625</td>
<td>5 0.282 9.014 4.458 9.446 7.198</td>
</tr>
<tr>
<td>6</td>
<td>1520 1455 1450 1480 1445</td>
<td>6 1.722 4.782 8.106 0.758 3.758</td>
</tr>
</tbody>
</table>
Two MCMC chains were simulated at each step of the adjustment procedure and different initial values of the parameters that have to be estimated ($\mu, \sigma^2_\theta, \sigma^2_\phi$ and $\theta_i$, where $i=1, \ldots, 6$ for the model $M_1$; $\sigma^2_\phi$ and $\theta_1$ for the model $M_2$) were specified for each chain. Among these parameters, the $\theta_i$s in model $M_1$ and $\theta_1$ in model $M_2$ can be randomly generated by the software, using equations (1) and (19), respectively. To make this random generation different for the two chains, a different seed must be specified for each chain. Initial values and seeds used for both examples are reported in Table 3. To see how the effect of these starting values disappear as the MCMC simulation proceeds, consider the plot shown in Figure 3. It represents the first 600 iterations of the two MCMC chains estimating $\theta_3$ in adjusting the second part of the third lot for the first example. As can be observed, the two chains start respectively around 2000 and $-2000$ (their mean values) and have almost 'forgotten' these starting points after 100 iterations. The trial value adopted, i.e. $t=1000$, was observed to be adequate for all the simulations performed with the first data set while an increase to only $t=1500$ was required for the second case studied. With respect to the total number of runs $m$, it was started from the trial value of 10,000. Owing to high autocorrelation of the chains, it was increased as suggested by convergence algorithms to the final values of 45,000 and 20,000 for the first and the second examples, respectively.

![Figure 3](image_url)

**Figure 3.** First 600 iterations of the two MCMC chains simulating $\theta_3$ in adjusting the second part in the third lot for the first example.
Adjustments were computed with the proposed procedure for all the lots processed in the two examples. After the 30 adjustments were computed, a quadratic symmetric loss function, given by:

$$C = \sum_{i=1}^{6} \sum_{j=1}^{5} Y_{ij}^2$$

was used to compare the performance obtained with this approach versus Grubbs' harmonic rule and two discrete integral controllers (or EWMA controllers) with different weights $\lambda = 0.1$ and $\lambda = 0.4$. These weights were chosen as they cover the range of EWMA weights recommended in the process adjustment literature (Box & Luceno, 1997). Large values of $\lambda$ (i.e. closer to 1) will bring the process back to target faster on average, but will increase the variance of the controlled process (Del Castillo, 2001), also increasing the cost function (24).

Figure 4 reports the pattern of deviations from target $Y_{ij}$ for the dyestuff data (first example) observed in each lot using Grubbs' harmonic rule, the MCMC-based adjustment method, and the two EWMA controllers (with $\lambda = 0.1$ and $0.4$, respectively). As can be observed, the deviations from the target induced by the MCMC approach are smaller than the ones due to the other rules, especially after the first two lots have been machined, i.e. after information on the variance between lots becomes available.

The deviations from target $Y_{ij}$ observed for the second example in each lot using the four competing rules are reported in Figure 5, which, as before, testifies to the better performance of the MCMC approach compared with the other adjustment rules, especially after the first two lots have been processed.

Global savings in costs attained in each lot using the MCMC-based approach versus Grubbs' rule and the two EWMA controllers are reported in Figure 6 for both the examples studied. As can be observed, savings in costs are almost always positive, showing that the MCMC approach outperforms the competitor adjustment rules considered. Furthermore, the three alternative methods can be ranked, noting that savings induced by the MCMC approach decrease going from the EWMA controller ($\lambda = 0.1$) to the other EWMA controller ($\lambda = 0.4$) and eventually to Grubbs' adjustment rule. This ranking is even more clear considering the total costs $C$ obtained by applying the different adjustment rules to the two examples considered (Table 4). As can be observed, percentage advantages determined by the MCMC Bayesian procedure vary from 27% to 63% for the first example and from 18% to 50% for the second one. The savings are mainly due to the ability to predict the initial offset before starting a new lot.

**Discussion and Further Research**

This article presented a procedure to adjust the set-up errors of a production process over a set of lots assuming a one-way random effects model (with unknown parameters) for the initial offset in each lot. The approach presented is based on repeatedly estimating the initial offset in each lot through Markov Chain Monte Carlo simulation of a Bayesian hierarchical random effects model. Assuming a quadratic off-target cost model, the approach presented was com-
pared with adjustment rules that can be applied when parameters of the initial offset distribution are unknown, i.e. Grubbs' rule (based on stochastic approximation) and discrete integral controllers (or EWMA controllers). The procedure was illustrated with application to two examples presented in the literature (Box & Tiao, 1973) where the advantages attained with the approach presented here vary from 18% to 27% and from 29% to 37% when considering Grubbs' rule and the best EWMA controller utilized ($\lambda = 0.4$), respectively. The proposed approach for set-up adjustment can be applied to high value added, short-run manufacturing processes, where the computational expense and relative complexity of the proposed adjustment rule, compared with the simplicity of the alternative rules studied, can be justified.

Recent work by Box & Luceño (2002) considers a problem similar to the machine set-up problem discussed herein, but with some important differences.
In Box & Luceno's problem, the set-up error is assumed to be caused by variability in the different feedstock material used in each batch. These authors then show how the feedstock material can be measured and these data used in a feedforward adjustment scheme to anticipate changes that occur between lots, and in this way complement the feedback action of an integral controller. They also consider a non-stationary disturbance (IMA(1,1)) to model within lot variability, and consider adjustment costs. Interestingly, the MCMC-based adjustment strategy achieves the benefits of feedforward control, i.e. anticipation of the set-up error and the possibility to adjust for the first part in each lot, once enough batches have been processed to allow for reliable parameter estimates. Although the set-up adjustment problem focuses on high-value discrete-part manufacturing processes, where the dominant cost is the off-target cost and which do not follow non-stationary processes if uncontrolled, it would be worth exploring MCMC-based methods applied to Box & Luceno's 'feedstock change' problem. This would be of particular use in continuous manufacturing processes.
where both process and disturbance dynamics frequently occur, and when the process parameters are not necessarily known.

The preliminary performance results of the previous section indicate that initial direction for further research should be to extend the numerical comparisons in order better to understand the effect of different factors (such as the lot size, the
number of lots, the parameters characterizing the initial offset distribution) on the advantages obtained with the Bayesian approach. As previously mentioned, a further direction concerns the situation where the number of (small) lots processed is relevant. In this case, it is possible to estimate the unknown parameters through MCMC and plug in these estimates in a simpler adjustment rule that assumes known parameters, e.g. in Grubbs’ extended rule. The performance of such a simpler rule remains a matter of study.

Taking advantage of the flexibility of hierarchical models, a further direction of research could be related to different extensions of the presented approach to model situations that can arise in short-run manufacturing. As examples, measurement errors or tool wear can be easily included in the study, adding a stage in the hierarchy and relaxing the assumption of i.i.d. random errors, respectively.
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Appendix A1: Gibbs Sampling in the One-way Random Effects Model

To estimate all the unknown parameters and hyperparameters in the random effects model, the Bayesian approach requires us to assume a set of prior distributions. A common choice for the random effects model (Gelfand et al., 1990; Gelfand & Smith, 1990) is adopting conjugacy at each step of the hierarchical model, thus assuming:

\[
\begin{align*}
\mu | \mu_0, \sigma_0^2 & \sim \mathcal{N}(\mu_0, \sigma_0^2) \\
\sigma_0^2 | a_1, b_1 & \sim IG(a_1, b_1) \\
\sigma_i^2 | a_2, b_2 & \sim IG(a_2, b_2)
\end{align*}
\]  

(25)

where \( \mu_0, \sigma_0^2, a_1, b_1, a_2, b_2 \) are assumed known. In particular, \( a_1, b_1 \) (and/or \( a_2, b_2 \)) can be assumed equal to 0 to model the usual improper prior for \( \sigma_0^2 \) and a vague prior for \( \mu \) can be assumed by setting \( \sigma_0^2 \) sufficiently great, e.g. \( \sigma_0^2 \geq 10^4 \).

If all the observations from all lots \( X^0 = (x_{ij}, i = 1, \ldots, I; j = 1, \ldots, J) \) have been collected, inference on the unknown parameters can be performed as follows. Due to conjugacy adopted at each step, all the full conditional posteriors can be derived as follows (Gelfand et al., 1990):

\[
\begin{align*}
\pi'(\mu | X^{1I}, \theta, \sigma_0^2, \sigma_v^2) & = \mathcal{N}\left( \frac{\sigma_0^2 \mu_0 + \sigma_v^2 \sum \theta_i}{\sigma_0^2 + I \sigma_v^2}, \frac{\sigma_v^2}{\sigma_0^2 + I \sigma_v^2} \right) \\
\pi'(\sigma_0^2 | X^{1I}, \theta, \mu, \sigma_v^2) & = IG\left( a_1 + \frac{1}{2} I, b_1 + \frac{1}{2} \sum (\theta_i - \mu)^2 \right) \\
\pi'(\sigma_v^2 | X^{1I}, \theta, \mu, \sigma_0^2) & = IG\left( a_2 + \frac{1}{2} I J, b_2 + \frac{1}{2} \sum (x_{ij} - \theta_i)^2 \right) \\
\pi'(\theta | X^{1I}, \mu, \sigma_0^2, \sigma_v^2) & = \mathcal{N}\left( \frac{J \sigma_0^2 \mu + \sigma_v^2 \sum x_{ij}}{J \sigma_0^2 + \sigma_v^2}, \frac{\sigma_v^2}{J \sigma_0^2 + \sigma_v^2} \right)
\end{align*}
\]  

(26)
where $\theta=(\theta_1, \theta_2, \ldots, \theta_I)$,

$$\bar{x}_i = \frac{\sum_j x_{ij}}{J}, \mathbf{x}'=(\bar{x}_1, \ldots, \bar{x}_I),$$

$\mathbf{1}$ is a $I \times 1$ column vector of 1s and $\mathbf{I}$ is the $I \times I$ identity matrix. Although similar to the random effects model, the process adjustment problem focuses on the lot means $\theta_i$ as the parameters of interest, rather than on the variance components. The conditional posteriors can be all expressed in closed form as in equation (26), but the computation of the marginal posteriors requires solving complex high-dimensional integrals.

Introducing a more general notation, assume that the hierarchical model requires the estimation of $K$ parameters $\mathbf{W}=(W_1, W_2, \ldots, W_K)$, which are modelled as random variables in the Bayesian framework. In the random effects model, $K=I+3$, i.e. the $I$ components of $\theta$, $\mu$, $\sigma_v^2$ and $\sigma_e^2$. Due to conjugacy (although this is not a required hypothesis for the computational approach described) all the full conditional posteriors can be assumed known. To estimate each parameter $W_k$, the marginal posterior $p(w_k|x^{(j)}, w_1, w_2, \ldots, w_{k-1}, w_{k+1}, \ldots, w_K)$ can be assumed known. To estimate each parameter $W_k$, the marginal posterior $p(w_k|x^{(j)})$ has to be computed.

Markov Chain Monte Carlo methods can be used to estimate these posterior marginals. In particular, one of the most powerful MCMC methods is the Gibbs Sampler, which has the relevant advantage of being almost independent of the number of parameters and stages in a hierarchical model. Consider the general problem of estimating $K$ parameters $\mathbf{W}=(W_1, W_2, \ldots, W_K)$ and assume that the full conditional distributions $p(w_k|w_{\neq k})$, $k=1,\ldots,K$, are all given. Given an arbitrary set of starting values $(W_1^{(0)}, W_2^{(0)}, \ldots, W_K^{(0)})$, the first iteration in Gibbs sampling is performed as follows:

Draw $W_1^{(1)} \sim p(w_1|W_2^{(0)}, \ldots, W_K^{(0)})$

Draw $W_2^{(1)} \sim p(w_2|W_1^{(0)}, W_3^{(0)}, \ldots, W_K^{(0)})$

\[ \vdots \]

Draw $W_K^{(1)} \sim p(w_K|W_1^{(0)}, \ldots, W_{K-1}^{(0)})$

thus obtaining, as a result, a set of points $(W_1^{(1)}, W_2^{(1)}, \ldots, W_K^{(1)})$ that represent the starting values for the next step. Iterating the process in this case also, the convergence is proved. Indeed, denoting with $i$ the generic iteration of the algorithm, it can be shown that:

$$(W_1^{(i)}, W_2^{(i)}, \ldots, W_K^{(i)}) \rightarrow (W_1, W_2, \ldots, W_K) \sim p(w_1, w_2, \ldots, w_K) \quad (27)$$

Assume convergence has been reached after $t$ steps, $m-t$ further samples can be
drawn and the marginal posterior density for each variable $W_k$ can then be computed as:

$$
\hat{p}(W_k) = \frac{1}{m-t} \sum_{i=t+1}^m p_i(W_k|W_r = W_r^{(i)}, k \neq r)
$$

(28)

which can be viewed as a ‘Rao–Blackwellized’ density estimator (Gelfand et al., 1990).